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Preface
If you have w ritten softw are on a desktop com puter and attem pted to deploy your code to
another com puter (a server), you have already encountered the challenges presented w hen
deploying softw are. D evelopers and adm inistrators frequently struggle w ith errors and
defects, w hen developm ent environm ents are different from  the eventual production
m achines. There can be a num ber of differences introduced w hen the environm ents are
different at the operating system  level. D evelopm ent w ith desktop operating system s (such
as W indow s or O S X ) can introduce m any issues w hen deploying to production
environm ents that run a U nix (or Linux) environm ent.

The introduction of desktop hypervisor softw are allow ed developers to develop and test
softw are using virtual m achines. A  virtual m achine is essentially a system  w ithin a system ,
w herein developers w orking on a desktop operating system  can develop and deploy w ith a
copy of the operating system  and environm ent that closely m im ics the eventual production
environm ent. W hen desktop hypervisors becam e available, developm ent team s found that
they could share developm ent environm ents by sharing the files used by the hypervisors to
store the state of virtual m achines. In m any cases, sharing a virtual m achine involved
passing around copies of files on a portable hard drive or a shared netw ork folder.

A  few  years ago, I encountered this specific exam ple w hen w orking on a project that
involved adding new  features to softw are that ran on an environm ent, w hich w e could not
support w ith our m odern desktop hardw are. A s m any projects reveal, technical debt w as
introduced to the application by using som e very specific features of the Java
D evelopm ent K it (version 1.5), an environm ent that w as im possible to w ork on w ith a 64-
bit O S X  m achine. This m achine had dual problem s of being a 64-bit m achine and it also
lacked native support for Java 1.5 X M L libraries. The solution to this problem  w as the
creation of a single virtual m achine that w as shared betw een developers, passing around a
copy of the m achine created by a team  lead and using it locally to com pile and test our
m odifications.

A s tim e passed by, changes to the environm ent becam e an issue, as w e began struggling
w ith the differences betw een not only the developm ent and production environm ents, but
also betw een our individual developm ent environm ents as changes w ere m ade, m aking
sure that each developer w as w orking on the latest version of the virtual m achine on that
portable hard drive, w hich soon had a few  different versions itself.

Eventually, the problem  of m aintaining developm ent environm ents w as large enough to
begin looking for new  solutions. C onfiguration m anagem ent approaches helped us to start
defining our environm ent in code, but w e still had issues w ith sharing and m aintaining our
base environm ent. W e found im m ediate use of an open source project called Vagrant,
w hich w as gaining som e traction.

Vagrant (http://vagrantup.com ) is a tool that allow s you to define a virtual environm ent
w ith code. A  single file allow s you to define a basic environm ent for a virtual m achine as
w ell as a series of provisioning actions that prepare the environm ent for use. Vagrant
w orks by running code (Vagrantfiles) on top of packaged operating system  im ages called



boxes. The Vagrant code and box files can be versioned and distributed using autom ated
tooling. This allow s you to share virtual m achines, w hich is not m uch different than the
process of softw are developm ent that uses source control.

U sing Vagrant boxes and provisioning controlled by Vagrantfiles not only sim plified the
process of distributing virtual m achines (and updates to virtual m achines), but it also m ade
the virtual m achines w e w ere w orking w ith inexpensive in term s of effort to rebuild. The
am azing thing that w e found w as that Vagrant not only m ade it sim ple to distribute virtual
m achines, but also gave developers m ore freedom  to experim ent and m ake deeper
m odifications to the code w ithout losing tim e due to changes in the developm ent
environm ent that could not be rolled back. This flexibility and a sim plified on-boarding
process for new  developers m ade it m uch sim pler for the team  to spend m ore tim e doing
softw are developm ent (and tackling that technical debt!), rather than attem pting to fix and
find problem s due to environm ents.

I‒ve found Vagrant to be an invaluable tool in m y w ork. I hope that this book can be a
valuable resource for you in getting started w ith Vagrant, or perhaps, using Vagrant in new
and different w ays.



W hat this book covers
C hapter 1, Setting U p Your Environm ent, covers a few  basics about hypervisor technology,
the installation of Vagrant and V irtualB ox, and som e sim ple recipes to get started w ith
Vagrant m achines.

C hapter 2, Single M achine Environm ents, contains recipes to get started w ith w riting
single m achine Vagrantfiles, including booting m achines, forw arding ports, and
custom izing the virtual m achine environm ent.

C hapter 3, Provisioning a Vagrant Environm ent, introduces the concept of provisioning
Vagrant m achines, installing softw are, and custom izing the environm ent to develop and
deploy softw are. This chapter focuses on using shell (bash) scripting to m odify the
Vagrant environm ent.

C hapter 4, Provisioning W ith C onfiguration M anagem ent Tools, contains sim ple recipes to
provision Vagrant m achines w ith four com m on configuration m anagem ent tools: Puppet,
C hef, A nsible, and Salt. These tools allow  easier configuration of m achines that have
m ore com plex environm ents. They also allow  Vagrant m achines to share the sam e
provisioning instructions as other environm ents.

C hapter 5, N etw orked Vagrant Environm ents, contains recipes focused on netw orking
Vagrant m achines w ith external hosts and w ith each other. W e cover a few  topics from  the
basics of assigning host entries to netw orking a cluster of Vagrant m achines w ith C onsul.

C hapter 6, Vagrant in the C loud, contains recipes to use Vagrant w ith cloud providers
(specifically, A m azon W eb Services and D igitalO cean). It also contains the use of
H ashicorp‒s A tlas tool to share Vagrant environm ents w ith rem ote users.

C hapter 7, Packaging Vagrant Boxes, introduces m ethods to package Vagrant boxes for
others to use. R ecipes include the packaging of boxes using m anual and autom ated tools
and tips to share your box w ith others on A tlas.

A ppendix A , Vagrant Plugins, gives a short introduction on how  to extend the capabilities
of Vagrant by developing plugins.

A ppendix B , A Puppet D evelopm ent Environm ent, expands on the introduction in C hapter
4, Provisioning W ith C onfiguration M anagem ent Tools, to set up a m ore robust
configuration environm ent to develop Puppet scripts. W hile the focus is on using Puppet
to provision, sim ilar environm ents can be created to support the configuration
m anagem ent environm ent of your choice.

A ppendix C , U sing D ocker W ith Vagrant, is an introduction to use Vagrant to create,
deploy, and test D ocker (http://docker.io) containers. This appendix introduces techniques
to launch D ocker containers w ith Vagrant as w ell as build and test a com plete D ocker
environm ent.





W hat you need for this book
To use the recipes in this book, you w ill need:

A  developm ent m achine capable of running virtual m achines w ith hypervisor
softw are, such as V irtualB ox (http://virtualbox.org) or V M w are desktop products
(http://vm w are.com ). You w ould w ant to get started w ith the freely available
V irtualB ox product and later on purchase the plugin to support V M w are desktop
products. K eep in m ind that you w ill need a m achine that is capable of running both
your host operating system  and also the guest operating system s that you w ill be
creating w ith Vagrant. You w ill also w ant to ensure that you have enough storage
(disk space) for virtual m achine files. The disks created by Vagrant m achines w ill
typically be approxim ately the size required to operate the guest operating system s
(approxim ately, 5-20 G B  of disk space).
If you plan on running 64-bit guests, you w ill also w ant to ensure that your processor
is capable of Intel hardw are virtualization (V T-x). In m ost cases, processors that
support 64-bit operating system s already have this support built-in (w ith som e
exceptions, such as older Intel C eleron processors). See
https://w w w .virtualbox.org/m anual/ch10.htm l for m ore background on the
requirem ents for hardw are virtualization.
U sing cloud recipes (particularly, recipes involving A m azon W eb Services and
D igitalO cean) w ill require accounts w ith cloud providers. R unning the exam ples
m ight incur charges to your account, so m ake sure that you understand the financial
im pacts of running the exam ples and how  to ensure that all created instances have
been stopped or term inated to avoid extra charges for the use of com putational
resources. The recipes in this book are not expensive to run, but they are also not
free. M achines that are left running for a period of tim e could also end up costing
m ore than you had planned on, so m ake sure that any instance created w ith Vagrant is
eventually destroyed.





W ho this book is for
This book is for developers and adm inistrators of nearly all skill levels. Throughout the
book, I m ake a general assum ption that you are creating Vagrant m achines to support the
developm ent of other softw are. Vagrant itself does not becom e interesting or useful until
you use it to support the deploym ent and developm ent of other softw are. Vagrant m akes it
sim ple to create local environm ents that m im ic production environm ents and takes
advantage of the sam e provisioning techniques used on production servers. If you have a
m ature and robust deploym ent pipeline, Vagrant allow s you to reproduce this process on
developm ent m achines. If you do not have a robust developm ent pipeline, Vagrant can
help you begin developing the scripts and processes, m aking your developm ent and
deploym ent environm ents m ore consistent. C onsistent environm ents w ill help you to
reduce the problem s associated w ith the deploym ent process, w hich allow s you to focus
on producing better softw are.





Sections
In this book, you w ill find several headings that appear frequently (G etting ready, H ow  to
do it, H ow  it w orks, There‒s m ore, and See also).

To give clear instructions on how  to com plete a recipe, w e use these sections as follow s:



G etting ready
This section tells you w hat to expect in the recipe, and describes how  to set up any
softw are or any prelim inary settings required for the recipe.



H ow  to do it“
This section contains the steps required to follow  the recipe.



H ow  it w orks“
This section usually consists of a detailed explanation of w hat happened in the previous
section.



T here‒s m ore“
This section consists of additional inform ation about the recipe in order to m ake the reader
m ore know ledgeable about the recipe.



See also
This section provides helpful links to other useful inform ation for the recipe.





C onventions
In this book, you w ill find a num ber of text styles that distinguish betw een different kinds
of inform ation. H ere are som e exam ples of these styles and an explanation of their
m eaning.

C ode w ords in text, database table nam es, folder nam es, filenam es, file extensions,
pathnam es, dum m y U R Ls, user input, and Tw itter handles are show n as follow s: ―The
Vagrant installer w ill extract, copy files, and add the vagrant com m and to the executable
path.‖

A  block of code is set as follow s:

-rw-------  0 cothomps staff 1960775680 Jul 24 20:42 ./box-disk1.vmdk

-rw-------  0 cothomps staff      12368 Jul 24 20:38 ./box.ovf

-rw-r--r--  0 cothomps staff        505 Jul 24 20:42 ./Vagrantfile

W hen w e w ish to draw  your attention to a particular part of a code block, the relevant
lines or item s are set in bold:

# -*- mode: ruby -*-

# vi: set ft=ruby :

VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|

config.vm.box = "chad-thompson/ubuntu-trusty64-gui"  config.vm.provider 

"virtualbox" do |vbox|

    vbox.gui = true

  end

end

A ny com m and-line input or output is w ritten as follow s:

vagrant box add http://servername/boxes/environment.box

N ew  term s and im portant w ords are show n in bold. W ords that you see on the screen,
for exam ple, in m enus or dialog boxes, appear in the text like this: ―A  new  installation of
V irtualB ox w ill display a w elcom e m essage in a w indow  titled O racle V M  V irtualB ox
M anager.‖

N ote
W arnings or im portant notes appear in a box like this.

Tip
Tips and tricks appear like this.





R eader feedback
Feedback from  our readers is alw ays w elcom e. Let us know  w hat you think about this
book w hat you liked or disliked. R eader feedback is im portant for us as it helps us
develop titles that you w ill really get the m ost out of.

To send us general feedback, sim ply e-m ail <feedback@packtpub.com>, and m ention the
book‒s title in the subject of your m essage.

If there is a topic that you have expertise in and you are interested in either w riting or
contributing to a book, see our author guide at w w w .packtpub.com /authors.





C ustom er support
N ow  that you are the proud ow ner of a Packt book, w e have a num ber of things to help
you to get the m ost from  your purchase.



D ow nloading the exam ple code
You can dow nload the exam ple code files from  your account at http://w w w .packtpub.com
for all the Packt Publishing books you have purchased. If you purchased this book
elsew here, you can visit http://w w w .packtpub.com /support and register to have the files e-
m ailed directly to you.



E rrata
A lthough w e have taken every care to ensure the accuracy of our content, m istakes do
happen. If you find a m istake in one of our books m aybe a m istake in the text or the
code w e w ould be grateful if you could report this to us. B y doing so, you can save other
readers from  frustration and help us im prove subsequent versions of this book. If you find
any errata, please report them  by visiting http://w w w .packtpub.com /subm it-errata,
selecting your book, clicking on the E rrata Subm ission Form  link, and entering the
details of your errata. O nce your errata are verified, your subm ission w ill be accepted and
the errata w ill be uploaded to our w ebsite or added to any list of existing errata under the
Errata section of that title.

To view  the previously subm itted errata, go to
https://w w w .packtpub.com /books/content/support and enter the nam e of the book in the
search field. The required inform ation w ill appear under the E rrata section.



Piracy
Piracy of copyrighted m aterial on the Internet is an ongoing problem  across all m edia. A t
Packt, w e take the protection of our copyright and licenses very seriously. If you com e
across any illegal copies of our w orks in any form  on the Internet, please provide us w ith
the location address or w ebsite nam e im m ediately so that w e can pursue a rem edy.

Please contact us at <copyright@packtpub.com> w ith a link to the suspected pirated
m aterial.

W e appreciate your help in protecting our authors and our ability to bring you valuable
content.



Q uestions
If you have a problem  w ith any aspect of this book, you can contact us at
<questions@packtpub.com>, and w e w ill do our best to address the problem .





C hapter 1. Setting U p Your E nvironm ent
In this chapter, w e w ill cover:

Installing Vagrant and V irtualB ox
Initializing your first environm ent
Installing Vagrant providers
Finding additional Vagrant boxes
U sing existing virtual m achines w ith Vagrant



Introduction
O ver the past decade, data centers and server architectures have been revolutionized w ith
the practice of virtualization the ability to host com putational resources that once
depended on hardw are in specialized softw are containers. The ability to use flexible
virtual environm ents on shared com putational resources allow ed system  adm inistrators to
becom e m ore flexible on how  softw are is configured and deployed. M ore recently, the
advantages of virtualization got extended to the desktop. Softw are packages such as the
V M w are D esktop (Fusion for O S X , W orkstation for W indow s and Linux) along w ith
O racle V irtualB ox m ake it possible to run different operating system s and environm ents in
the context of the desktop operating system s. W eb developers, for exam ple, can run a
Linux-based w eb server on their desktop w ithout m odifying the parent operating system
or running entirely separate physical com puters.

Vagrant w as originally launched as an open source project by M itchell H ashim oto w ith the
core idea to m ake virtual m achines sim pler to m anage. V irtual m achines have been used
for softw are developm ent for som e tim e. Som e softw are developm ent team s developed
w orkflow s around building virtual m achines and shared them  w ith others often through
the creation of a com pletely configured virtual m achine (referred to as a ―golden im age‖)
and shared by users. If you have w orked w ith virtual environm ents for any length of tim e,
you are likely to be fam iliar w ith the process of dow nloading a m ultigigabyte virtual
m achine or passing around a portable drive w ith virtual m achine files. Vagrant m akes it
possible to share consistent and reproducible environm ents w ith code rather than binary
files. In practical term s, this m eans that a virtual m achine is often used by checking out the
source definitions from  version control and running a vagrant up com m and rather than
finding w ays to create, copy, and m anage up-to-date versions of large binary files. M ore
recently, Vagrant proved to be so useful and pervasive that H ashim oto founded H ashiC orp
to support the ongoing developm ent and support of Vagrant. In addition to core Vagrant
developm ent, H ashiC orp created add-on softw are that allow s Vagrant to use other
hypervisor softw are (plugins for V M w are Fusion and W orkstation) as w ell as other
softw are projects. M ore recently, Vagrant has been extended w ith the provider fram ew ork
in order to m ake developm ent w ith containers (such as D ocker available at
http://docker.io) sim pler. D eveloping w ith containers gives developers the option to create
lightw eight isolated Linux environm ents that can be easier and faster to w ork w ith these
virtual m achines.

In any case, the first step w hen using Vagrant is to set up a w orking environm ent in order
to define and run Vagrant m achines. W ith Vagrant, a virtual m achine and the softw are that
runs inside the m achine can be defined in a special file called a Vagrantfile. A  Vagrantfile
defines a virtual m achine, how  this virtual m achine interacts w ith the outside w orld, and
how  softw are is installed on the virtual m achine.

B efore w e start w ith Vagrant, let‒s review  som e term inology that w e w ill use in this
chapter and throughout the book.

A  virtual m achine is a com puting node that runs w ithin a softw are process that m im ics



the behavior of a physical com puter. The softw are process (often called a hypervisor)
provides infrastructure to virtual m achines such as com puting pow er (C PU ), m em ory
(R A M ), and interfaces to external resources (such as netw orking interfaces and physical
(disk) storage).

A  host m achine is a com puter that runs a hypervisor to host virtual m achines. A  host
m achine w ill, m ost likely, run one of tw o types of hypervisor:

A  Type 1 hypervisor that runs natively on host m achine hardw are. A  Type 1
hypervisor does not require a separate operating system ; the hypervisor itself controls
access to physical resources and shares them  betw een hosted virtual environm ents.
M ost m odern shared virtual environm ents are Type 1 hypervisors (com m on exam ples
include V M w are ESX /ESX i, O racle V M  Server, and som e versions of M icrosoft
H yper-V ). These environm ents are typically installed as shared resources that define
server infrastructure or other shared resources.
A  Type 2 hypervisor is a softw are that runs on top of a traditional operating system .
In this case, the hypervisor uses the underlying operating system  to control (or
define) resources and gain access to resources. M ost use cases for Vagrant use Type 2
hypervisors as host environm ents for virtual m achines and this w ill be the
environm ent that w ill be used throughout this book. The tw o com m on Type 2
hypervisors are O racle V irtualB ox and the V M w are W orkstation / Fusion fam ily of
softw are. W e‒ll take a look at these products later on in this chapter.

In both cases, the hypervisor is responsible for m anaging physical resources and sharing
them  w ith one or m any virtual m achines.

A  guest m achine is a virtual m achine that runs w ithin the hypervisor. The m achines that
w e w ill define w ith Vagrant are guest m achines that operate w ithin the environm ent
controlled by our hypervisor. G uest m achines are often entirely different operating
system s and environm ents from  the host environm ent som ething w e can definitely use to
our advantage w hen developing softw are to be executed on a different environm ent from
our host. (For exam ple, a developer can w rite softw are w ithin a Linux environm ent that
runs on a W indow s host or vice versa.)

A s w e proceed w ith the recipes, you‒ll see that Vagrant is a useful tool to m anage the
com plexities of hypervisors and virtual m achines. Vagrant also allow s a consistent A PI to
operate virtual m achines on different hypervisors som ething that can m ake sharing
virtual environm ents m uch sim pler betw een team s and people w orking on different
platform s.





Installing Vagrant and V irtualB ox
B efore w e explore how  to use Vagrant, w e‒ll first need to install the softw are required to
m anage a virtual m achine environm ent (a hypervisor) as w ell as the Vagrant softw are
itself. In this recipe, w e w ill install V irtualB ox to use it w ith Vagrant. V irtualB ox is an
open source hypervisor that w as initially the only hypervisor supported by Vagrant. A s
such, V irtualB ox is broadly supported by the Vagrant com m unity.



G etting ready
B efore w e install the V irtualB ox and Vagrant softw are, w e‒ll need to obtain its latest
versions.

V irtualB ox can be dow nloaded from  the project w ebsite at http://virtualbox.org. You‒ll
notice that w hile V irtualB ox has a corporate sponsor (O racle), the V irtualB ox softw are is
open source and freely available for use. V irtualB ox is also supported on a w ide variety of
host platform s w ith a few  lim itations:

V irtualB ox is supported only on Intel or A M D  hardw are. The Intel/A M D  platform
constitutes the vast m ajority of personal com puting platform s in use today, but there
are alw ays exceptions. M ake sure to check the V irtualB ox m anual for supported
operating system s.
W hile the V irtualB ox specifications note fairly m inim al system  requirem ents, keep in
m ind that your single w orkstation w ill be supporting tw o (or m ore) running operating
system s at the sam e tim e. A  rough guideline for system ‒s R A M  is to have m inim al
R A M  to support your host operating system , plus the operating system  requirem ents
of the individual guests. This w ill vary depending on the guest operating system . For
exam ple, if you are running your Vagrant environm ents on a W indow s m achine w ith
8 G B  of R A M , you‒ll w ant to lim it your Vagrant m achine to use 6 G B  of R A M ,
leaving enough w orking m em ory for the host operating system . If the operating
system s are using too m uch m em ory, you‒ll notice som e significant perform ance
issues as the host operating system  begins paging to disk.

The packages dow nloaded from  the V irtualB ox site w ill be native to your particular
operating system . Take particular care w hen dow nloading Linux packages; you‒ll w ant to
ensure that the dow nloaded package is com patible w ith the operating system  and system
architecture. (Linux users m ight also find V irtualB ox in repositories provided by your
operating system  provider. These packages are often outdated, but they m ay w ork w ith
Vagrant. B e sure to check the m inim um  versions required in the Vagrant docum entation.)

Vagrant packages are operating system -specific and can be dow nloaded from  the Vagrant
w ebsite at http://vagrantup.com . D ow nload the version appropriate for your system .

N ote
W arning

Vagrant w as initially available for dow nload through the use of R ubyG em s and is still
available through gem install. This version, how ever, is significantly outdated and
unable to support m ost of the features that w ill be covered in this book. D ue to the
com plexity of m anaging R uby dependencies, the Vagrant m aintainers decided to ship
Vagrant as a standalone package w ith an em bedded R uby interpreter to avoid possible
conflicts. It‒s recom m ended that you use the package distributions from
http://vagrantup.com , w herever possible.



H ow  to do it“
Installing Vagrant and V irtualB ox is sim ilar to other softw are installation for your
particular operating system . The project sites include detailed instructions to install
Vagrant or V irtualB ox on the softw are platform  of your choice. W e‒ll go through the
installation of Vagrant and V irtualB ox on O S X . There are versions available for W indow s
and a w ide variety of Linux distributions. In any case, the installers, all roughly, follow  the
sam e procedure for the O S X  installation dem onstrated here.

Installing V irtualB ox
1. D ow nload a copy of the installer from  the V irtualB ox w ebsite. In this exam ple, w e‒ll

choose the version for O S X  hosts.

2. Start the V irtualB ox installer by opening the dow nloaded (O S X  disk im age) file. The
disk im age w ill include an installer along w ith docum entation for V irtualB ox and, if
necessary, an uninstall tool. D ouble-click on the installer package to begin the
V irtualB ox installation.



N ote
The V irtualB ox installation w ill require adm inistrator perm issions to both install the
package and to m odify system  netw ork settings. The installation of the V irtualB ox
hypervisor requires the installer to create a set of new  netw ork interfaces, w hich w ill
allow  netw ork com m unications betw een the host and guest operating system s.

3. O nce the installation is com plete, the installer w ill give you the option to open
V irtualB ox. A  new  installation of V irtualB ox w ill display a w elcom e m essage in a
w indow  titled O racle V M  V irtualB ox M anager. O nce a few  virtual m achines are
created, this dialog displays inform ation about the m achines created using V irtualB ox
(or the Vagrant V irtualB ox provider).



A fter the installation is com pleted and w e are presented w ith the V irtualB ox M anager
dialog box, w e can proceed w ith the installation of Vagrant itself.

Installing Vagrant
1. D ow nload a copy of the Vagrant installer from  the Vagrant w ebsite

(http://vagrantup.com ). Select the appropriate version for your operating system . In
this case, w e w ill dow nload the O S X  universal installer that w ill dow nload an
installer that w ill w ork for both 32 and 64-bit m achines. For the features discussed in
this chapter (and for the m ajority of recipes in the book), you‒ll w ant to ensure that
the Vagrant version is 1.5 or greater.



2. The O S X  dow nload contains an installation package and an uninstall tool. D ouble-
click on the installer to begin the installation. The Vagrant package installer is a
native O S X  package that w ill run the O S X  softw are installer. Installing Vagrant w ill
not be m uch different than installing other O S X  softw are.



3. The Vagrant installer w ill extract, copy files, and add the vagrant com m and to the
executable path. O n O S X , this w ill install Vagrant to the default O S X
Applications/ directory. Vagrant is a com m and-line driven application, how ever,
there are no program s accessed from  the O S X  Finder.

4. Verify that Vagrant is w orking by opening a term inal w indow  and executing the
vagrant version com m and.

W ith both softw are packages installed successfully, w e‒re ready to start using Vagrant!

N ote
If you are a R uby user or program m er, you m ight also note that a version of Vagrant is
available via the R uby gem  package m anager (gem install vagrant). W hen Vagrant 2.0
w as released, the official distributions w ere released as packages w ith an em bedded R uby
runtim e. A s such, the versions installed w ith the gem  installer are outdated and w ill not
w ork w ith m ost of the exam ples in this book.



H ow  it w orks“
W hat w e‒ve done here is installed a w orking Vagrant environm ent that consists of:

A  hypervisor application that can contain virtual m achines
Vagrant, a tool that m akes m anaging these m achines sim pler and available in code

It‒s im portant here to note that Vagrant is sim ply a fram ew ork to m anage virtual m achines,
not an application to create and host virtual m achines. W hen using a Vagrant environm ent,
you‒ll often encounter errors that are not only related to Vagrant itself, but also related to
the hypervisor application. For this reason, the choice of hypervisor becom es im portant
w hen w orking w ith Vagrant. M any users can find tools that m ake V M w are D esktop
applications (Fusion and W orkstation) sim pler to troubleshoot w hen w orking w ith m any
virtual m achines, w hereas som e w ill find it sim pler to use external hypervisors (such as
A m azon EC 2 or D igitalO cean). Som e experim entation m ight find the right w orkflow  for
you keep in m ind that Vagrant is a layer on top of m any choices.



See also
V irtualB ox: http://virtualbox.org. In particular, note the installation instructions for
platform s other than O S X .
Vagrant: http://vagrantup.com .
Vagrant installation instructions: https://docs.vagrantup.com /v2.





Initializing your first environm ent
O nce w e have a w orking Vagrant environm ent w ith a hypervisor, w e can initialize our first
environm ent. There are tw o w ays w ith w hich w e can often w ork w ith Vagrant:

In a new  environm ent w ith a new ly initialized Vagrantfile
In an environm ent m aintained in source control that has a Vagrantfile included in a
project

K eeping Vagrantfiles and projects in a source control system  (such as G it, SV N , and so
on) is a pow erful technique to m anage and track changes in Vagrant environm ents. The
use of source control system s allow s developers and users to check in Vagrant projects,
w hich m akes m odification of the project less risky and m akes the sharing of Vagrant
projects m uch sim pler. The use of source code repositories reinforces the concept of
infrastructure as code, giving adm inistrators the ability to recreate environm ents in a
consistent and repeatable w ay.

N o m atter how  you use Vagrant, know ing how  to initialize a new  environm ent w ill aid
you to effectively use Vagrant. In this exam ple, w e w ill initialize a new  environm ent and
look at the basic configuration of a Vagrantfile.



G etting ready
W e‒ve seen in the previous section that Vagrant itself is a com m and-line-driven
application. There are som e G U I tools available that can help start and stop environm ents,
but in order to truly understand how  Vagrant w orks, w e‒ll use the com m and-line interface
to initialize and interact w ith our environm ent.

For this exam ple (and others in the book), you‒ll need to open a term inal w indow  (a U nix
term inal program  in M ac O S X , or Linux, or the w indow s com m and application). Verify
that Vagrant is installed by typing the com m and:

vagrant version

A  full exam ple of w hat the com m and-line session w ould look like is given in the
follow ing screenshot:

If you encounter errors or if the system  cannot find Vagrant, you m ight either need to
repeat the installation steps to install Vagrant in the previous recipe, or adjust your system
path to include Vagrant. In m ost cases, the installer should com plete this step for you.

B efore proceeding w ith this first com m and, you m ight also w ant to m ake sure that your
desktop m achine is connected to the Internet w ith a fairly reliable and fast connection. In
this exam ple, you w ill be dow nloading a Vagrant box file that can be a few  hundred
m egabytes in size. (U sing a 12 M B /s dow nload connection, I often note that Vagrant box
dow nloads can take betw een 6 to 10 m inutes on average.)

O nce you‒ve verified your com m and-line environm ent, w e can proceed to initialize our
first environm ent.



H ow  to do it“
W ith a term inal w indow  open and the com m and getting executed in a directory of your
choice, run the com m and:

vagrant init puppetlabs/ubuntu-14.04-32-nocm

This com m and should return a brief text sum m ary of your action, inform ing you that a
new  Vagrantfile has been created in the current directory. W ith this file in place, execute
the com m and:

vagrant up

This com m and m ight output several results; w e‒ll note a few  im portant ones:

A  status m essage indicating that the default m achine is being started w ith the
V irtualB ox provider.
If you are running this com m and for the first tim e, a m essage w ill also be displayed
noting that the box (in this case, puppetlabs/ubuntu-14.04-32-no-cm) cannot be
found. Vagrant w ill autom atically attem pt to dow nload a box file. This m ight take a
w hile depending on the bandw idth available betw een you and the box provider. A fter
starting a box for the first tim e, Vagrant w ill cache the box file itself so that
subsequent uses of the box (even for different Vagrantfiles) w ill not trigger the
dow nload.
A fter the box file is dow nloaded, you should see m essages that note m achine startup,
port forw arding, shared folders, and netw orking.

A fter Vagrant returns to the com m and line, executing the vagrant ssh com m and w ill
open a com m and-line interface in the new ly initialized virtual m achine. In this exam ple,
the operating system  is U buntu 14.04, w hich is specified in the return prom pt:

W ith the virtual m achine running, feel free to m odify the m achine create files, install
program s, or m ake any m odifications you w ish. O nce you are finished w ith this
environm ent, log out of the virtual m achine either w ith a control-d com m and, or by
typing exit. A t this point, w e can either keep the m achine active as a background process
or w e m ight w ish to:



Stop the m achine, keeping the environm ent available for later use. This is
accom plished w ith the vagrant halt com m and.
D estroy the m achine, discarding the entire w orking environm ent. This is
accom plished w ith the vagrant destroy com m and.

In this exam ple, w e‒ll discard the virtual m achine by typing vagrant destroy.

Vagrant w ill now  prom pt you to m ake sure that you w ant to destroy the environm ent; type
y to proceed w ith destroying the environm ent and deleting the V M . The entire m achine
can be recreated in this directory again w ith the vagrant up com m and.



H ow  it w orks“
W hat w e‒ve done in this exam ple is use Vagrant to create and destroy a virtual m achine
an instance of U buntu running w ithin the V irtualB ox hypervisor. The inform ation that
Vagrant requires to create the environm ent is stored in a special type of file called a
Vagrantfile. W hile Vagrantfiles can grow  to becom e quite com plex, this Vagrantfile
contains only a few  basic item s of configuration.

Let‒s open the Vagrantfile w e‒ve created to see w hat our basic configuration instructs
Vagrant to do. The first thing you‒ll notice w hen opening this file is that the initial
Vagrantfile contains quite a bit of instruction on how  to use the file from  box definitions
to provisioning instructions. The only parts of the initial file that are not com m ented are:

A  definition of the Vagrant environm ent itself
A  definition of the box that serves as the base tem plate of the environm ent itself

The opening of the Vagrantfile looks like this:

# -*- mode: ruby -*-

# vi: set ft=ruby :

# Vagrantfile API/syntax version. Don't touch unless you know what you're 

doing!

VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|

  # All Vagrant configuration is done here. The most common configuration

  # options are documented and commented below. For a complete reference,

  # please see the online documentation at vagrantup.com.

  # Every Vagrant virtual environment requires a box to build off of.

  config.vm.box = "puppetlabs/ubuntu-14.04-32-nocm"



Tip
D ow nloading the exam ple code

You can dow nload the exam ple code files from  your account at http://w w w .packtpub.com
for all the Packt Publishing books you have purchased. If you purchased this book
elsew here, you can visit http://w w w .packtpub.com /support and register to have the files e-
m ailed directly to you.

You m ight notice a few  features of the Vagrantfile itself:

Take note that the Vagrantfile uses the syntax of the R uby program m ing language
(http://ruby-lang.org). In fact, the Vagrantfile itself is R uby code som ething w e‒ll
use later on w hen w e create m ore com plex Vagrantfiles.
The Vagrantfile uses an A PI version. In this case, version 2: the m ost current version.
Version 1 Vagrantfiles can still be found in use in a few  projects as Vagrant itself can
be backw ards com patible. For m ost new  projects, how ever, the latest revision of the
A PI w ill be the one that is used.



The sole line of uncom m ented code is the definition of the config.vm.box param eter.
This param eter w as initialized w ith our init com m and that used this box nam e as a
param eter. If w e w ished to change the base box for our project, w e could do that in
the definition of the config.vm.box param eter.

This Vagrantfile can be expanded to include m ore com plex requirem ents, w hich w ill be
explored in later recipes.





Installing Vagrant providers
Vagrant and V irtualB ox are a great environm ent to get started w ith. H ow ever, there m ight
be instances w here the use of other desktop hypervisors w ould be preferred, such as the
V M w are D esktop products (Fusion and D esktop). R ecent versions of Vagrant (1.1 or
higher) support V M w are as a com m ercial addition. The V M w are Fusion provider w as the
first com m ercial product released by H ashiC orp and w as quickly follow ed by V M w are
D esktop support. You can find m ore inform ation about Vagrant and V M W are support at
http://w w w .vagrantup.com /vm w are.

M any users (including m yself) im m ediately found the V M w are provider to be
trem endously useful for its im proved speed and stability of the V M w are platform . In this
recipe, w e‒ll look at installing the plugins for V M w are Fusion, keeping in m ind that the
V M w are D esktop products and the Vagrant provider for the V M w are D esktop are
com m ercial products. You‒ll need to have on hand a V M w are D esktop license for your
platform  and need to purchase the Vagrant provider for V M w are from  H ashiC orp. In this
exam ple, w e‒ll look at the installation of the provider, but keep in m ind that all the
exam ples in this book should also w ork w ith the freely available V irtualB ox or Vagrant
environm ent.



G etting ready
B efore w e can start w ith this exam ple, w e‒ll have to assum e that you have purchased and
installed the V M w are D esktop product for your platform : Fusion for O S X , W orkstation
for W indow s or Linux. These products can be purchased from  a num ber of retailers or
directly from  V M w are (http://w w w .vm w are.com ).

W ith V M w are installed, w e‒ll have to obtain a copy of the Vagrant provider directly from
H ashiC orp. A t the tim e of w riting this book, the plugin is not available through third
parties. You can purchase the V M w are plugin at http://vagrantup.com /vm w are.

O nce you have paid for the plugin, H ashiC orp w ill send an e-m ail w ith the dow nload
instructions and som e basic instructions on how  to install the provider. W e‒ll w alk through
this installation in this recipe.



H ow  to do it“
Vagrant providers rely on Vagrant‒s plugin capability the ability to extend Vagrant
through the R uby environm ent. To install the plugin, open a com m and-line environm ent
and execute Vagrant w ith the plugin com m and.

In this exam ple, w e‒ll install the V M w are Fusion plugin, although the plugin installation
w ill be sim ilar for any num ber of providers. (See
https://github.com /m itchellh/vagrant/w iki/Available-Vagrant-Plugins for a relatively up-
to-date listing of m aintained plugins.)

1. Install the V M w are Fusion plugin w ith the vagrant plugin install vagrant-
vmware-fusion com m and.

This w ill dow nload the plugin and add the code to your local Vagrant installation.
W ith m any plugins, this w ill be the final step installation itself is pretty
straightforw ard. In this case, how ever, w e‒ll need to install the license for the plugin.

2. Install the plugin license using the plugin license com m and from  the directory
w here the license file w as placed:

vagrant plugin license vagrant-vmware-fusion-license.lic

This w ill install the plugin license and ready the plugin for use.

3. Verify the plugin installation w ith:

vagrant plugin list

A  list of currently installed plugins is returned, including som e that are packaged w ith
the distribution, these are m arked system .

4. Start a V M w are environm ent by initializing a new  environm ent. This w ill be
identical to the steps in the prior recipe.

5. W ith a term inal w indow  open and the com m and executing in a directory of your
choice, execute the vagrant init puppetlabs/ubuntu-14.04-32-nocm com m and

This w ill create a new  Vagrantfile that is identical to the previous exam ple. This tim e,
w e‒ll start the environm ent w ith the provider option:

vagrant up ῾provider=vmware_fusion

A  boot sequence w ill be presented w ith the difference to the prior exam ple being that
a new  environm ent (box file) w ill be dow nloaded and booted. This new  m achine w ill
use the V M w are Fusion hypervisor to m anage the Vagrant virtual m achine.



H ow  it w orks“
This exam ple installed a new  bit of functionality w ithin Vagrant; the expanded
functionality of plugins allow s Vagrant to m anage different virtual environm ents w ith an
identical A PI. In general, Vagrant plugins can be used to extend Vagrant in a num ber of
different w ays providers are

You m ight have noticed that the only difference in starting the Vagrant environm ent from
the previous recipe w as the use of the provider option w hen starting the m achine. If you
w ant to ensure that a virtual m achine alw ays uses a specific provider w hen starting, set the
VAGRANT_DEFAULT_PROVIDER=vmware_fusion environm ent variable.

Setting an environm ent variable depends on your system  and term inal shell in a U nix-
based system  (O S X , Linux); you m ight set this variable in your login shell profile (either
.bash_profile or .bashrc), and for M icrosoft W indow s, this variable is set in the
E nvironm ent Variables“  dialog. C onsult the docum entation for your platform  on how
to create system  variables.

W ith a V M w are D esktop plugin installed, you can use V M w are to m anage virtual
environm ents, w hereas w ith other plugins, w e can also use Vagrant to m anage virtual
m achines locally w ith other hypervisors (for exam ple, Parallels on O S X ) or even in
rem ote hypervisors (for exam ple, V M w are ESX i environm ents, A m azon W eb Services).
W e‒ll see exam ples on how  to use Vagrant in these environm ents in later recipes in the
book.



See also
V M w are: http://vm w are.com . V M w are provides a w ide variety of hypervisor
platform s from  the desktop platform s used in this book to hypervisor infrastructures
for data center m anagem ent.
A  list of currently available Vagrant plugins:
https://github.com /m itchellh/vagrant/w iki/Available-Vagrant-Plugins. The Vagrant
project keeps a list of plugins that are available to extend the functionality of Vagrant.
The V M w are providers are only one exam ple of a w ide variety of plugins available.





Finding additional Vagrant boxes
U p to this point, w e have provisioned Vagrant environm ents using a single box a version
of U buntu 14.04 LTS (Trusty Tahr) provided by PuppetLabs, a com pany that sponsors the
open source Puppet configuration m anagem ent softw are as w ell as com m ercial Puppet
products. (W e‒ll see how  to use Puppet w ith Vagrant in later recipes.) There are tw o
reasons w hy w e used this box in the exam ples:

PuppetLabs packaged U buntu 14.04 boxes for a few  different hypervisors
(V irtualB ox and V M w are).
PuppetLabs, as a com pany, offered a relatively stable set of boxes to develop Puppet.
These should be broadly available after the publication of this book.

M ost users w ill likely w ant to use Vagrant boxes that reflect the eventual production
deploym ent environm ent of the code being developed inside Vagrant boxes and not just
the single distribution w e‒ve seen so far.

To use different operating system s and operating environm ents, w e need to obtain (or
create) different Vagrant boxes. A  Vagrant box is a packaged virtual m achine that consists
of a virtual m achine im age (a set of V M D K  files for V M w are, O V F files for V irtualB ox)
and a m etadata file that specifies (at m inim um ) the provider that the box file uses along
w ith other inform ation that box users m ight need. Several Vagrant w orkflow s use a base
box along w ith provisioning to create new  developm ent environm ents, w here the base box
is the operating system  that is eventually used in a production environm ent. For exam ple,
if a production environm ent has standardized on C entO S 6.5 as an operating system  to
host a w eb application, developers can use a C ent O S 6.5 Vagrant box as a developm ent
environm ent, ensuring that the w eb server versions and configurations are identical
betw een environm ents.

There are m any cases w here you w ill w ant to build an environm ent, but in this exam ple,
w e‒ll take a look at finding Vagrant boxes on the Vagrant C loud (http://vagrantcloud.com ).



G etting ready
Vagrant C loud is an offering from  H ashiC orp to use and share Vagrant environm ents.
Vagrant C loud allow s box providers and other users the ability to publish and share
Vagrant boxes w ith other users. In m any cases, these shared boxes w ill have certain
softw are preinstalled for your use, and in other cases, the boxes w ill be basic operating
system  installations for you to provision and configure.

The navigation option D ISC O V E R  B O X E S on the top m enu w ill take you to a repository
(https://vagrantcloud.com /discover) for you to search for boxes and view  inform ation
about box versions and w hat m ight be installed.

N ote
A  note on types of boxes

In this exam ple, w e w ill be dow nloading and using 64-bit Vagrant boxes, w hich m ight
cause problem s w ith som e environm ents. In particular, 64-bit guests require system s to
have Intel processors that support Intel V irtualization Technology (Intel V T ) and have
Intel V T support enabled in the B IO S settings of the host operating system . If you are
unsure of the support available for your platform , there is a useful article on the V M w are
K now ledge B ase w ith som e tools to test the ability of your desktop system  to support 64-
bit guests. The article can be found here:

http://kb.vm w are.com /selfservice/m icrosites/search.do?
language=en_U S& cm d=displayK C & externalId=1003944


